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Improving Prediction of Suicide and Accidental Death
After Discharge From General Hospitals
With Natural Language Processing
Thomas H. McCoy Jr, MD; Victor M. Castro, MS; Ashlee M. Roberson, BA;
Leslie A. Snapper, BS; Roy H. Perlis, MD, MS

IMPORTANCE Suicide represents the 10th leading cause of death across age groups in the
United States (12.6 cases per 100 000) and remains challenging to predict. While many
individuals who die by suicide are seen by physicians before their attempt, they may not seek
psychiatric care.

OBJECTIVE To determine the extent to which incorporating natural language processing of
narrative discharge notes improves stratification of risk for death by suicide after medical or
surgical hospital discharge.

DESIGN, SETTING, AND PARTICIPANTS In this retrospective health care use study, clinical data
were analyzed from individuals with discharges from 2 large academic medical centers
between January 1, 2005, and December 31, 2013.

MAIN OUTCOMES AND MEASURES The primary outcome was suicide as a reported cause of
death based on Massachusetts Department of Public Health records. Regression models for
prediction of death by suicide or accidental death were compared relying solely on coded
clinical data and those using natural language processing of hospital discharge notes.

RESULTS There were 845 417 hospital discharges represented in the cohort, including
458 053 unique individuals. Overall, all-cause mortality was 18% during 9 years, and the
median follow-up was 5.2 years. The cohort included 235 (0.1%) who died by suicide during
2.4 million patient-years of follow-up. Positive valence reflected in narrative notes was
associated with a 30% reduction in risk for suicide in models adjusted for coded
sociodemographic and clinical features (hazard ratio, 0.70; 95% CI, 0.58-0.85; P < .001) and
improved model fit (χ 2

2 = 14.843, P < .001 by log-likelihood test). The C statistic was 0.741
(95% CI, 0.738-0.744) for models of suicide with or without inclusion of accidental death.

CONCLUSIONS AND RELEVANCE Multiple clinical features available at hospital discharge
identified a cohort of individuals at substantially increased risk for suicide. Greater positive
valence expressed in narrative discharge summaries was associated with substantially
diminished risk. Automated tools to aid clinicians in evaluating these risks may assist in
identifying high-risk individuals.
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S uicide represents one of the most dreaded outcomes of
psychiatric illness. With 41 149 completed suicides re-
ported by the US Centers for Disease Control and Preven-

tion in 2013, suicide is the 10th leading cause of death in the
United States (12.6 cases per 100 000) and the second leading
cause among individuals aged 15 to 24 years (10.9 cases per
100 000).1,2 While epidemiological investigations provide some
guidance regarding demographic features, symptoms, or diag-
noses associated with greatest risk, such studies tend to focus
on suicide attempts among epidemiological cohorts assessed by
diagnostic interviews.3-5 Conversely, small-scale studies6,7 have
evaluated biomarkers or psychosocial features associated with
suicide attempt among high-risk individuals. What is to our
knowledge the sole larger study8 to examine death by suicide
assessed a cohort of US soldiers after psychiatric hospital dis-
charge, reporting on 68 deaths.

The challenge for any of these risk models is automation,
namely, efficiently integrating data to facilitate identification of
high-risk individuals. While potential interventions exist,9-12 it
may not be feasible to offer interventions to everyone. To facili-
tate such efforts, we sought to examine a large, generalizable
group of individuals hospitalized over 9 years at 1 of 2 academic
medicalcentersbycouplingelectronichealthrecords(EHRs)with
long-term death certificate data. Because the period after hos-
pital discharge carries elevated risk for suicide, hospital discharge
is a moment with increased means of intervention and increased
riskofevent,makingit idealforriskstratification.13 Thisapproach
also allows investigation of more representative patient cohorts
with greater comorbidity than traditional epidemiological stud-
ies while investigating predictors more readily translatable than
biomarker or military cohort studies. In particular, focusing on
general hospital cohorts allows characterization of individuals
typically neglected in the psychiatric literature, namely, those
who may not seek psychiatric treatment but who are nonethe-
less at elevated risk for suicide. If one goal of risk stratification
is ultimately translation to develop interventions for preventing
suicide, understanding this population may be critical. Almost
half of the patients contemplating suicide will see their primary
care physician in the month before completion, whereas only
one-fifth will see a mental health professional.14

Recognizing that coded claims data capture only some ele-
ments of clinical presentation, we also examined the incremen-
tal benefit in prediction from incorporating narrative discharge
summaries. In previous work, our group15 has demonstrated that
a natural language processing method that aggregates words con-
veying positive or negative emotion (ie, valence) improved pre-
diction of all-cause mortality and hospital readmission.16 Rather
than exhaustively mining narrative notes, we sought to examine
whetherasimple,previouslypublished,andeasilyscaledmethod
of characterizing notes would improve outcome prediction.

Methods
Cohort and Outcome Derivation
The study cohort was defined as all hospital discharges be-
tween January 1, 2005, and December 31, 2013, at Massachu-
setts General Hospital and Brigham and Women’s Hospital, Bos-

ton. We extracted sociodemographic data, billing codes, and
narrative hospital discharge notes for all patients from the hos-
pitals’ EHRs. Data were managed using server software (i2b2,
version 1.6; Informatics for Integrating Biology and the
Bedside).17-19

The EHRs include patients’ vital status based on the US So-
cial Security Death Index (updated monthly) but not cause or
circumstances of death. The specific features examined in re-
gression models were standard sociodemographic and clinical
cohort descriptors selected by our group a priori, as well as those
shown in prior work to be associated with readmission.15,20

The study protocol was reviewed and approved by the Part-
ners Human Research Committee at Massachusetts General
Hospital. As a retrospective health care use study, the require-
ment for informed consent of participants was waived.

Outcome
For all deceased individuals, we queried Massachusetts De-
partment of Public Health records for all individuals in the EHR-
defined cohort to determine cause of death. Suicide or acci-
dental death was determined based on reported (coded) cause
of death. The primary outcome of interest was suicide as a re-
ported cause of death. However, recognizing that some sui-
cide may be misclassified as accidental death (eg, when cir-
cumstances of death cannot be confirmed), we also examined
death by either suicide or accidental death as a secondary com-
posite outcome. The analyses of the composite outcome are
presented along with the primary results (ie, strictly defined
suicide as cause of death) and are noted in the text when they
differ substantially from the narrower suicide phenotype.

Development and Application of Natural Language
Processing Tools
Our group has previously described the application of a tool
for characterizing positive and negative valence expressed in
narrative notes.15 In brief, we used a curated list of almost 3000
subjectively valence-conveying terms to score each narrative
note using an open-source opinion mining tool (Pattern, ver-
sion 2.6; Python).21,22 For example, terms with positive va-
lence include glad, pleasant, and lovely. Those with negative
valence include gloomy, unfortunate, and sad. The full list is
publicly available in the Pattern library. The lexicon has pre-
viously been validated as a manually annotated corpus.23,24

Each word includes a polarity score (negativity to positivity,

Key Points
Question To what extent does incorporating natural language
processing of narrative discharge notes improve stratification of
risk for death by suicide after medical or surgical hospital
discharge?

Findings In this health care use study, positive valence reflected
in narrative notes was associated with a 30% reduction in risk for
suicide in adjusted models and improved model fit.

Meaning Automated tools to aid clinicians in evaluating these
risks may assist them in identifying high-risk individuals.
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scored as −1 to 1), as well as subjectivity (not subjective to sub-
jective, scored as 0 to 1). This open-source implementation al-
lows direct inspection of the method and ready replication. As
in our prior work, we scored each document based on the mean
value for all recognized words after accounting for preceding
negation (eg, to distinguish happy from not happy) and mul-
tiplying by the intensity modifier for relevant adjectives. For
illustrative purposes, the eTable in the Supplement lists terms
associated with positive valence appearing in at least 10% of
a random sample of 5000 notes.

Statistical Analysis
The primary analysis used survival methods, with the
results censored at the end of follow-up or at death. After
confirming that proportional hazards assumptions were met
for the primary model, Cox regression was used to examine
risk associated with predictors individually and in aggregate.
In light of the scale of data, we randomly selected a single
hospitalization from individuals with multiple hospitaliza-
tions to maximize computability, while minimizing bias.
Sensitivity analysis using 2 alternate approaches incorpo-
rated all clustered observations: Cox proportional hazards
regression and mixed-effects survival with per-individual
intercept.25,26

For the primary outcome and the secondary composite
outcome, 2 regression models were fit to explain the clinical
outcomes. The first model used only coded clinical data,

including age, sex, self-reported race, recent health care use
(including outpatient psychiatric visits, overall outpatient
visits, and emergency department visits), and overall medical
morbidity as estimated by the Charlson Comorbidity
Index.27,28 Given the pronounced skew in continuous mea-
sures (Tables 1, 2, 3, and 4), models used logarithmic (vari-
able plus 1) transformation.

The second model included all features from the first
model and then added aggregate measures of positive and
negative valence. These measures are considered separately
rather than as a continuum because previous analyses indi-
cated that they are not inherently opposing (ie, some notes
include terms reflecting both positive and negative valence).
As a sensitivity analysis to examine the potential effect of
hypothetical missing data due to documentation delay, the 5
suicides occurring within 1 week of discharge were censored
and the analysis rerun, with essentially identical results.

Models were characterized in terms of standard mea-
sures of discrimination, including the C statistic, as well as
calibration. The C statistic was calculated with 10-fold cross-
validation to minimize optimism. Continuous net reclassifi-
cation improvement was calculated as a complementary
measure of improvement in model fit.29 To aid in under-
standing the potential application of risk models, we also
applied decision curve analysis (http://decisioncurveanalysis

Table 1. Description of Hospitalized Cohort, Contrasting Individuals
Who Did or Did Not Die by Suicide During Follow-up

Variable

No. (%)

Overall
(N = 458 053)

Death
by Suicide
(n = 235)

No Suicide
Death
(n = 457 818)

Male sex 189 529 (41.4) 155 (66) 189 374 (41.3)

White race 346 340 (75.7) 202 (86) 346 138 (75.6)

Primary psychiatric
diagnosis at admission

5782 (1.3) 16 (6.8) 5766 (1.3)

Table 2. Additional Description of Hospitalized Cohort, Contrasting Individuals Who Did or Did Not Die by Suicide During Follow-up

Variable

Overall
(N = 458 053)

No Suicide Death
(n = 457 818)

Death by Suicide
(n = 235)

25th
Percentile Median

75th
Percentile Maximum

25th
Percentile Median

75th
Percentile Maximum

25th
Percentile Median

75th
Percentile Maximum

Age at admission, y 36 53 67 90 36 53 67 90 36 47 56.5 86

Age-adjusted
Charlson
Comorbidity Index

0 2 4 27 0 2 4 27 0 2 4 27

Psychiatric visits in
12 mo before
admission

0 0 0 135 0 0 0 55 0 0 0 135

Prior psychiatric
visits (ever)

0 0 0 1068 0 0 1 191 0 0 0 1068

Outpatient visits
(any) in 12 mo
before admission

1 3 8 364 1 2 7 63 1 3 8 364

Emergency
department visits
in 12 mo before
admission

0 0 0 67 0 0 1 12 0 0 0 67

Positive valence 1.37 2.03 3.34 90.97 1.41 1.93 2.66 14.12 1.37 2.03 3.34 90.97

Negative valence 0.74 1.13 1.78 43.24 0.86 1.24 1.83 5.60 0.74 1.13 1.78 43.24

Table 3. Description of Hospitalized Cohort, Contrasting Individuals
Who Did or Did Not Die by Suicide or Accidental Death
(Composite Outcome) During Follow-up

Variable

No. (%)

Overall
(N = 458 053)

Death by Suicide
or Accidental Death
(n = 2026)

No Suicide or
Accidental Death
(n = 456 027)

Male sex 189 529 (41.6) 1254 (61.9) 188 275 (41.1)

White race 346 340 (75.9) 1661 (82) 344 679 (75.2)

Primary psychiatric
diagnosis at
admission

5782 (1.3) 92 (4.5) 5690 (1.2)
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.org) as implemented in a software package (Stata, stdca;
StataCorp LP) using the default settings that assume no direct
harm from testing itself.30,31

Results
There were 845 417 hospital discharges represented in the
cohort, including 458 053 unique individuals. Overall, all-
cause mortality was 18% for 9 years, and the median
follow-up was 5.2 years. For the cohort as a whole, 235 (0.1%)
died by suicide during follow-up (Figure 1). These deaths
included 77 in the first year of follow-up (11 who died within
30 days and 50 who died within 180 days), 46 in the second

year of follow-up, and 192 within the first 5 years. The fea-
tures of the cohort, contrasting individuals who did vs did
not die by suicide, are summarized in Tables 1 and 2. A total
of 2026 individuals (0.4%) died by either suicide or acciden-
tal death during follow-up (Figure 2), including 712 in the
first year of follow-up, of which 178 occurred within the first
30 days after discharge. The features of the cohort, con-
trasted by the composite outcome, are summarized in
Tables 3 and 4.

Table 5 lists adjusted hazard ratios for suicide from Cox
proportional hazards regression using the coded data only
(model 1). In the fully adjusted models, significant features

Table 4. Additional Description of Hospitalized Cohort, Contrasting Individuals Who Did or Did Not Die by Suicide or Accidental Death
(Composite Outcome) During Follow-up

Variable

Overall
(N = 458 053)

No Suicide or Accidental Death
(n = 456 027)

Death by Suicide or Accidental Death
(n = 2026)

25th
Percentile Median

75th
Percentile Maximum

25th
Percentile Median

75th
Percentile Maximum

25th
Percentile Median

75th
Percentile Maximum

Age at admission, y 36 53 67 90 44 56 76 90 36 53 67 90

Age-adjusted
Charlson
Comorbidity Index

0 2 4 27 1 3 6 21 0 2 4 27

Psychiatric visits in
12 mo before
admission

0 0 0 135 0 0 0 55 0 0 0 135

Prior psychiatric
visits (ever)

0 0 0 1068 0 0 0 213 0 0 0 1068

Outpatient visits
(any) in 12 mo
before admission

1 3 8 364 0 2 6 75 1 3 8 364

Emergency
department visits
in 12 mo before
admission

0 0 0 67 0 0 1 23 0 0 0 67

Positive valence 1.37 2.03 3.34 90.97 1.29 1.79 2.56 26.00 1.37 2.03 3.34 90.97

Negative valence 0.74 1.13 1.78 43.24 0.79 1.12 1.64 13.19 0.74 1.13 1.78 43.24

Figure 1. Kaplan-Meier Curves for Time to Death by Suicide Among
458 053 Individuals With at Least 1 Hospital Discharge
by Predicted Risk Quartile

Time, d
No. at risk
 Quartile 1
 Quartile 2
 Quartile 3
 Quartile 4

114 514
114 513
114 513
114 513

93 698
85 693
82 810
85 746

63 289
52 292
49 258
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The axes are rescaled inside the figure to improve interpretability.

Figure 2. Kaplan-Meier Curves for Time to Death by Suicide or Accidental
Death Among 458 053 Individuals With at Least 1 Hospital Discharge
by Predicted Risk Quartile

Time, d
No. at risk
 Quartile 1
 Quartile 2
 Quartile 3
 Quartile 4
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The axes are rescaled inside the figure to improve interpretability.
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associated with greater suicide risk included white race,
male sex, and more emergency department visits and psy-
chiatric outpatient visits in the 12 months before admission.
Alternative models that included frailty-clustered Cox pro-
portional hazards regression and mixed-effects regression
with per-individual intercepts yielded similar results. Over-
all, the C statistic for the model using the coded data only
was 0.737 (95% CI, 0.734-0.741). The results from the suicide
and accidental death composite outcome are summarized in
Table 6 as model 1. The C statistic was 0.728 (95% CI, 0.727-
0.728). In general, coefficients are similar across the 2 out-
come definitions, with the exception of age and Charlson
Comorbidity Index, which may reflect truly accidental death
disproportionately affecting older and sicker patients rather
than misclassified suicide.

In a second model (model 2) created by adding positive and
negative valence extracted from discharge summaries by natu-
ral language processing to model 1, positive valence was also
associated with the primary suicide risk outcome (hazard ra-
tio, 0.70; 95% CI, 0.58-0.85) (Table 5). In other words, a 1-SD
increase was associated with a 30% reduction in risk for sui-
cide. Adding this feature to the coded data model improved
model fit (χ2

2 = 14.843, P < .001 by log-likelihood test), and the
resulting C statistic was 0.741 (95% CI, 0.738-0.744). Continu-
ous net reclassification improvement was 0.10. From the low-
est-risk quartile to the highest-risk quartile (Figure 1), the total
numbers of suicides observed were 17 (7.2%), 25 (10.6%), 52
(22.1%), and 141 (60%), respectively (ie, the top 50% of risk
identified 82.1% of suicides). To facilitate qualitative compari-
son, eFigure 1 in the Supplement shows model 1 adjacent to
model 2.

Likewise, addition of the valence feature to the model of
the composite outcome (suicide or accidental death) im-
proved model fit (χ2

2 = 45.269, P < .001 by log-likelihood test),
with continuous net reclassification improvement of 0.02. A
1-SD increase in positive valence was associated with approxi-
mately a 20% reduction in risk (hazard ratio, 0.80; 95% CI, 0.75-
0.85) (model 2 in Table 6 and Figure 2). For this model, the C
statistic was 0.732 (95% CI, 0.731-0.732). From the lowest-
risk quartile to the highest-risk quartile, the total numbers of
events were 107 (5.3%), 339 (16.7%), 534 (26.4%), and 1046
(51.6%), respectively (ie, an intervention targeting the top 50%
of risk could prevent at most 78% of suicides or accidental
deaths, while one targeting the highest-risk quartile could pre-
vent at most 52%). As with the suicide-only models, eFigure
2 in the Supplement shows model 1 adjacent to model 2. De-
cision curve analysis (eFigure 3 in the Supplement) suggests
that the greatest benefit (vs intervening in all individuals or
not at all) is observed with interventions in individuals with
predicted probability of an event between approximately 0.25%
and 1%.

Discussion
In this cohort, which spans approximately 2.4 million patient-
years, we developed a model based on coded clinical data that
predicts suicide and accidental death among patients dis-
charged from academic medical centers at a rate substan-
tially exceeding chance, with an area under the curve of ap-
proximately 0.73. To our knowledge, postdischarge risk for

Table 5. Cox Proportional Hazards Regression Model of Suicide Risk
Without (Model 1) and With (Model 2) Inclusion of Natural Language
Processing of Narrative Discharge Summary

Variable

Adjusted Hazard Ratio (95% CI)a

Model 1 Model 2
Male sex 2.80

(2.11-3.71)
2.57
(1.94-3.41)

White race 2.27
(1.56-3.30)

2.23
(1.53-3.24)

Age at admission, y 0.80
(0.65-0.97)

0.79
(0.65-0.96)

Age-adjusted Charlson Comorbidity Index 0.95
(0.74-1.21)

0.89
(0.69-1.15)

Primary psychiatric diagnosis at admission 1.63
(0.93-2.85)

1.39
(0.79-2.45)

Psychiatric visits in 12 mo before admission 1.18
(1.07-1.31)

1.17
(1.06-1.30)

Prior psychiatric visits (ever) 1.15
(1.01-1.31)

1.14
(1.01-1.30)

Outpatient visits (any) in 12 mo before
admission

0.79
(0.67-0.94)

0.84
(0.71-1.00)

Emergency department visits in 12 mo
before admission

2.37
(1.83-3.06)

2.19
(1.68-2.84)

Positive valence NA 0.70
(0.58-0.85)

Negative valence NA 1.15
(0.99-1.32)

Abbreviation: NA, not applicable.
a Adjusted for all other terms in the model.

Table 6. Cox Proportional Hazards Regression Model of Suicide
or Accidental Death (Composite Outcome) Risk Without (Model 1)
and With (Model 2) Inclusion of Natural Language Processing
of Narrative Discharge Summary

Variable

Adjusted Hazard Ratio (95% CI)a

Model 1 Model 2
Male sex 1.88

(1.71-2.06)
1.82
(1.66-1.99)

White race 1.37
(1.22-1.54)

1.37
(1.22-1.53)

Age at admission, y 1.21
(1.13-1.30)

1.19
(1.11-1.28)

Age-adjusted Charlson Comorbidity Index 1.39
(1.27-1.53)

1.35
(1.23-1.48)

Primary psychiatric diagnosis at admission 1.84
(1.47-2.31)

1.69
(1.35-2.11)

Psychiatric visits in 12 mo before admission 1.05
(1.01-1.10)

1.05
(1.01-1.10)

Prior psychiatric visits (ever) 1.16
(1.11-1.21)

1.16
(1.10-1.21)

Outpatient visits (any) in 12 mo before
admission

0.63
(0.60-0.67)

0.65
(0.62-0.69)

Emergency department visits in 12 mo
before admission

2.98
(2.71-3.26)

2.84
(2.58-3.11)

Positive valence NA 0.80
(0.75-0.85)

Negative valence NA 1.06
(1.01-1.12)

Abbreviation: NA, not applicable.
a Adjusted for all other terms in the model.
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suicide death in large nonpsychiatric cohorts has not previ-
ously been modeled. We further found that addition of un-
coded clinical data reflecting positive and negative valence
available in general hospital discharge notes modestly im-
proved prediction of these outcomes, suggesting more gen-
erally the potential usefulness of augmenting models using
coded data only with concepts extracted from narrative clini-
cal notes.

Among the coded data, we confirmed multiple clinical fea-
tures previously associated with risk, such as male sex and
white race, illustrating assay sensitivity and consistency with
prior epidemiological investigations of suicide.3,10 Likewise,
as anticipated, any psychiatric visit and prior psychiatric treat-
ment were individually associated with substantial increase
in risk. Because we sought to predict suicide death (and not
unsuccessful attempt, as in most past efforts), our results are
difficult to compare directly with prior studies.4,5 In one study8

examining suicide death among a cohort of active-duty sol-
diers discharged after psychiatric hospitalization, there were
68 deaths within 12 months. Machine learning models incor-
porating administrative and clinical details were effective in
identifying high-risk hospitalizations. A systematic literature
review did not identify any similar efforts among patients with-
out psychiatric hospitalization.8

Notably, 115 of 235 (48.9%) suicide deaths in the present
study occurred among individuals with no coded data reflect-
ing psychiatric International Classification of Diseases, Ninth
Revision diagnostic codes in this health system. This finding
is consistent with prior reports that, while individuals who die
by suicide often have contact with a health professional, the
clinician is likely to not be a psychiatrist or therapist,14 which
underscores the importance of psychiatric expertise in the gen-
eral hospital setting. We cannot exclude the possibility that
some of these individuals had sought treatment in the com-
munity (eg, in a private practice or another health system). Even
if so, this treatment was not documented in hospital records
and so presumably was not known by hospital staff. These
omissions may reflect failure to inquire about psychiatric his-
tory, a potential target for intervention meriting further study.

In examining the hypothesis that narrative notes could im-
prove prediction, we find that incorporating a simple natural
language processing strategy improved the ability to esti-
mate risk for suicide and accidental death. The particular strat-
egy used herein identifies valence reflected in narrative notes.
Such words may reflect individual symptoms, as well as cli-
nician perception not reflected elsewhere.15 The modest im-
provement in discrimination (eg, continuous net reclassifica-
tion improvement of 0.10 and 0.02) afforded by the natural
language processing suggests that, while statistically signifi-
cant, these additional features may not yet be clinically sig-
nificant. As the eTable in the Supplement summarizes, there
is likely substantial opportunity to better capture words re-
flecting emotion using more curated data sets and thereby im-
prove discrimination further.32 It is also possible that some
proxies among coded data could be identified. We describe this
concept as “valence” for consistency with long-standing psy-
chological literature,16 in the sense of words conveying posi-
tive or negative emotion rather than in reference to the di-

mensional feature of psychopathology described in the
National Institute of Mental Health’s Research Domain Crite-
ria. Still, despite the granularity of the method we applied, we
capture a set of patient-level features not otherwise reflected
in coded data and associated with a 30% change in hazard. We
present a generalizable approach spanning approximately 2.4
million patient-years and multiple hospitals in anticipation that
others will apply and advance such methods. Our results sug-
gest that moving beyond coded data to capture details of clini-
cal presentation may be valuable in efforts to develop more
stratified or patient-specific interventions. This value may be
in extracting codifiable facts from free text that were merely
not coded at the time of the encounter27 or in extracting met-
rics from notes that were never candidates for coding.33 In
either case, developing methods that do not rely on addi-
tional data gathering and entry by treatment teams but rather
do more with the results of routine care should lower the bar-
riers to translation of risk stratification models into clinical
practice.

Developing a risk stratification model represents only part
of a continuum from defining a clinical problem to validation
and model presentation.34,35 For example, a previous effort7

to predict suicide among high-risk psychiatric patients based
on a constellation of manually scored psychosocial features
subsequently did not replicate,36 illustrating the challenges in
disseminating such models. In the absence of prior risk pre-
diction models among medically hospitalized patients, our
model using coded data only may be considered a starting point
with which efforts at improvement may be compared. Assess-
ing the clinical usefulness of such models requires additional
considerations that take into account the risks and benefits of
the specific intervention contemplated in the high-risk groups,
which may be presented using decision curves.30 The rarity
of suicide and accidental death precludes reliable estimates of
risk without multiple, larger data sets. We anticipate that these
results will encourage other investigators to apply these meth-
ods to their own cohorts. Still, it is promising that a strategy
targeting the highest-risk quartile identifies more than 50% of
individuals with suicide or accidental death, while targeting
the top 2 quartiles identifies approximately 80% of subse-
quent deaths.

Several limitations in the present data must be consid-
ered. First, cause of death was not available for all individu-
als, so some degree of misclassification must be assumed. In
general, this limitation should bias the results toward failing
to detect effects, particularly if those at greatest risk are also
those most likely to be missed (eg, because they moved out
of state or disappeared as a result of psychosis, mania, or sub-
stance abuse). To directly examine misclassification, we con-
sidered a broader outcome that included accidental death. Sec-
ond, we were unable to examine the specific features of
psychopathology (eg, as represented in the National Institute
of Mental Health’s Research Domain Criteria) systematically
because of the absence of structured research assessments or
experimental testing paradigms. On the other hand, these re-
sults reflect our group’s earlier observation that clinicians docu-
ment clinically meaningful symptoms in a dimensional fash-
ion even in the absence of formal measures.33 Third, we could
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not directly examine clinician-level features in these notes,
which are the product of multiple admitting and discharging
resident physicians. Fourth, while the results span a large co-
hort observed for up to a decade, they still reflect the popu-
lation of 2 academic medical centers in a single region, albeit
a large one. As a result, further investigation to understand the
extent to which these results generalize to other populations
will be required.

Notwithstanding these important limitations, our results
suggest the outlines of an approach to characterizing risk fea-
sibly and cost-effectively. While discharge summaries are not
necessarily available at discharge, with modern EHRs they are
typically available between 1 day and 1 week after discharge.
Alternatively, it may be possible to find proxies for these fea-
tures among coded data, although such data may also be un-
available at discharge. As such, under a population manage-
ment strategy, scores might be generated for each individual,
with those individuals in the highest-risk quartile (or some
other threshold determined based on the intensity of the in-
tervention and available resources) targeted for a follow-up
telephone call, letter to the primary care practice, or office visit
to assess risk and assist with psychiatric referral if needed. The

intensity of the intervention might further be tailored to the
risk quartile (eg, providing a more intensive intervention to the
top quartile and a less intensive one to the next quartile).

Conclusions
In aggregate, the present study demonstrates the feasibility of
characterizing suicide risk based on data available as part of
routine clinical care as a possible step toward clinical risk strati-
fication. Even limited to coded data, our prediction substan-
tially improves on chance or on the current standard of no sys-
tematic assessment. Furthermore, it illustrates the application
of simple machine learning techniques to extract additional
data from clinician notes as a means of capturing more detail
than is available in coded data sets and crucially shows that
even a coarse measure may substantially improve risk strati-
fication. While the value of large data sets in health care has
undoubtedly been the subject of substantial hyperbole, our re-
sults add to a growing body of work indicating the feasibility
of leveraging such data sets with standard computational tools
to make predictions that may be applied to stratify risk.
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